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Abstract—Existing state-of-the-art frequency adaptation mechanisms of central pattern generators (CPGs) for robot locomotion control typically rely on correlation-based learning. They do not account for the tracking error that may occur between the actual system motion and CPG output, leading to loss of precision, unwanted movement, inefficient energy locomotion, and in the worst cases, motor collapse. To overcome this problem, we developed online error-based learning for frequency adaptation of CPGs. The learning mechanism used for error reduction is a novel modification of the Dual Learner (DL) called Dual Integral Learner (DIL). As well as being able to reduce tracking and steady-state errors, it can also perform fast and stable learning, adapting the CPG frequency to match the performance of robotic systems. Control parameters of the DIL are more straightforward for complex systems (like walking robots), compared to traditional correlation-based learning, since they correspond to error reduction. Due to its embedded memory, the DIL can relearn quickly and recover spontaneously from previously learned parameters. All these features are not covered by existing frequency adaptation mechanisms. We integrated the DIL into a neural CPG-based motor control system for use on different legged robots with various morphologies for evaluation. The results show that: 1) the DIL does not require precise adjustment of its parameters to fit specific robots, and 2) the DIL can automatically and quickly adapt the CPG frequency to the robots such that the entire trajectory of the CPG can be precisely followed with very low tracking and steady-state errors. Consequently, the robots can perform the desired movements with more energy-efficient locomotion compared to the state-of-the-art correlation-based learning mechanism called Frequency Adaptation Through Fast Dynamical Coupling (AFDC). In the future, the proposed error-based learning mechanism for fast online adaptation in robot motor control can be used as a basis for trajectory optimization, universal controllers, and other studies concerning the change of intrinsic or extrinsic parameters.

Index Terms—Central pattern generator, Adaptive oscillator, Locomotion, Energy efficiency, Frequency adaptation, Rhythmic task, Tracking error

I. INTRODUCTION

Central pattern generators (CPGs) play a crucial role in the control of animal locomotion. A CPG is a group of interconnected neurons that can be activated to generate a motor pattern without the requirement of sensory feedback (for reviews see [1], [2]). As described in [1], various CPG models with different levels of complexity have been proposed; a conceptual biological model called the half-center model [3], detailed biophysical models [4], connectionist models [5], and abstract models [1], [2].

Most biophysical models use Hodgkin-Huxley neurons [4] to investigate the problem of rhythmogenesis, i.e., the generation of rhythmic activity in small neural circuits as well as in the pacemaker properties of single neurons. Connectionist models use simplified neuron models [5], like leaky-integrator neurons or integrate-and-fire neurons, to investigate how a rhythmic activity is generated by network properties, and how different oscillatory neural circuits become synchronized via interneuron connections for limb coordination.

In the domain of robot control, most research has employed abstract models, using coupled oscillators to generate basic periodic patterns of movement. Commonly-used abstract CPG models include the Van der Pol oscillator [6], Matsuoka oscillator [7], and SO(2) or two-neuron oscillator [8]. Most of these CPGs can only generate periodic patterns. Although none of the abstract models require an external input or sensory feedback to produce basic rhythmic activity, they need sensory feedback to adapt their frequency, phase, and amplitude for efficient motor control. For this reason, different adaptation techniques have been developed.

Amplitude adaptation is used for scaling a system’s movement, which for a legged robot could facilitate turning and leg lifting behaviors [9]. Turning behaviors often rely on exteroceptive feedback e.g., from foot contact and vision, while leg levitation behaviors often rely on proprioceptive feedback e.g., from joint angles and force. Other approaches include robotic arms that must learn the frequency and amplitude of an external force applied to their effectors [10].

Phase adaptation is often used to generate self-organized locomotion (i.e., joint/leg synchronization). For instance, Owaki et al. [11], Tao et al. [12], and Arena et al. [13] presented approaches to control the legs of a quadruped robot based on decoupled simple CPGs with continuous phase modulation. Instead of predefining the CPG phase relationships, they modulated the CPG phases with respect to the leg load sensing. This resulted in flexibility and adaptability for dealing with changes in weight distribution and locomotion speed.

Frequency adaptation, which is the focus of this study, is most often used to exploit the natural dynamics which may lead to more energy-efficient motion [14]. Typically, the joint angle and foot contact feedback is used to entrain the frequency of a CPG. If the feedback entrains the CPG and it adapts only temporarily (i.e., the feedback has only a short term, transient effect), it is called a reactive CPG [15]. In
this case, if the feedback is switched off, the CPG system immediately returns to its intrinsic dynamics. The reactive CPG, therefore, has no memory of the input and cannot sustain a lasting change to the dynamics. To maintain its effect even when the feedback has been removed, Righetti et al. [16] introduced a frequency adaptation schema which modifies the intrinsic frequency of a CPG permanently. A CPG with this schema is commonly referred to as an adaptive frequency oscillator (AFO). However, a classical AFO with constant feedback strength requires a relatively long adaptation time. To obtain fast and precise adaptations, Nachstedt et al. [17] proposed novel frequency adaptation through fast dynamical coupling (AFDC). This mechanism is based on dynamically adapting the coupling strength of sensory feedback to a CPG.

The above-mentioned frequency adaptation mechanisms all rely on correlation-based learning and work by matching the phase of the CPG to that of a sensory feedback signal. An example is when a correlation-based learning mechanism (like AFO or AFDC) is used to drive a simple system with one degree of freedom, such as a pendulum system using a CPG [18], [19]. The most energy-efficient control is achieved if the pendulum is driven at its resonant frequency given by a phase shift of $\pi/2$ between the applied torque and angular position of the pendulum. By using the angular position as sensory feedback, the correlation-based learning mechanism can be configured to obtain a phase shift of $\pi/2$ between the sensory feedback and the CPG driving the system.

While it is easy to determine the desired phase shift between CPG and sensory feedback signals for a mathematical pendulum and other simple systems, this is not the case for complex systems with many degrees of freedom [20], [21], [22], [23], [24]. In this case, the phase shift has to be determined experimentally since no intuitive relationship exists between the desired phase shift and energy-efficient movement. Furthermore, correlation-based learning does not account for the tracking error that may be present between the CPG output and actual system movement. Such an error could occur from poor motor performance, a lack of power (e.g., the discharge curve of a power source), a wrongly tuned CPG frequency, increased joint load, or varying robot morphologies. The consequences of such an error include loss of precision, unwanted movement, energy-inefficient locomotion, and in the worst case, motor collapse. Furthermore, the tracking error may impact on the performance of the control system in use since the desired trajectory is not as expected. This is especially critical in research concerning trajectory optimization.

To solve this problem, we propose here for the first time, fast online error-based learning for frequency adaptation of a CPG. Using error feedback such as the tracking error between a CPG output and the joint angle sensory signal of a complex robotic system, error-based learning ensures that the CPG frequency matches the performance of the system. By doing so, the entire trajectory, as generated by the CPG, is followed with low tracking error. Another advantage of error-based learning mechanisms, in general, is the fact that they use simple learning parameters that directly relate to error reduction. The learning mechanism used for error reduction in this work is a novel model called the Dual Integral Learner (DIL) which is a modification of the Dual Learner (DL) by Smith et al. [25]. The DIL has several advantages when compared to both single-state models (e.g., classical P, PI, PID control) and two-state gain specific models [25], [26]. These include fast and stable learning, savings in relearning, tracking error and steady-state error reduction, and spontaneous recovery of previously learned parameters (see Sect. II-A). Furthermore, the DIL stresses the simplicity of error-based learning. It relies only on a simple objective function (i.e., tracking error feedback) rather than multiple complex objective functions and a system kinematic or dynamic model. Thus, it can be simply applied to other systems providing tracking error feedback which need to reduce error for performance improvement.

The main contributions of this work are thus: (1) to introduce our novel error-based learning mechanism (sect. II-A) and (2) to demonstrate how to implement the error-based learning mechanism with a CPG on different legged robots for quick online frequency adaptation and energy-efficient locomotion with low tracking error (sects. II-A and III). Finally, the mechanism is evaluated using simulated legged robotic systems against the state-of-the-art correlation-based learning mechanism AFDC to determine the strengths of an error-based approach (sects. IV and V).

II. MATERIALS AND METHODS

In this section, we describe the error-based learning mechanism DIL in addition to introducing a neural CPG model and the state-of-the-art correlation-based AFDC [17]. Finally, we describe the experiments conducted to evaluate error-based frequency adaptation (DIL) against correlation-based frequency adaptation (AFDC).

A. Error-based Learning

The DIL is a modified version of the DL presented by Smith et al. [25]. The key idea of the original DL, as explained below, is to use a simple two-state gain specific multi-rate model consisting of two learners acting on different time scales (i.e., fast and slow learners) and in parallel as shown in Fig. 1. Each learner receives the same error and incorporates a proportion of the error into their current estimation of the perturbation [27]. This is shown in the following equations and also presented in [25]:
is under the constraint that $B_s > B_f$ and $A_f < A_s$. Thus, the fast learner learns more rapidly as indicated by a higher learning rate but also forgets more rapidly as indicated by a lower retention factor.

The main advantages of the interaction between the two learners include fast and stable learning, savings in relearning, tracking error reduction, and spontaneous recovery of previously learned parameters. These advantages are all shown in Fig. 2, demonstrating a simulation of learning in the DL. In the beginning, when the setpoint is instantaneously changed from 0 (yellow zone) to +1 (white zone), the system output (blue line) increases to reduce the error (dashed black line). Firstly, the fast learner (red line) contributes most to the learning process but decays over time resulting in the slow learner (green line) taking over. When the setpoint is set briefly to -1 (red zone), the system output quickly unlearns as the fast learner tries to adapt. It should be noted that in this state the system output is lower than its initial state before learning, while the slow learner is not. The advantage of this is that when the setpoint returns to +1, the overall learning process is faster than the initial learning (compare the rise in the blue curves on the first and second occurrences of the setpoint +1). This is because the slow learner has retained much of the learning, thereby demonstrating savings and spontaneous recovery of previously learned memories [27].

Although the original DL shows a fast learning process, it still has a steady-state error. To overcome this problem, we introduce an additional integrator component in the two learners, resulting in our DIL. Thus, the DIL becomes a two-state gain-integral multi-rate model defined by the following simple equations:

\[
\begin{align*}
x_f(n) &= A_f \cdot x_f(n-1) + B_f \cdot e(n) \\
x_s(n) &= A_s \cdot x_s(n-1) + B_s \cdot e(n) \\
x(n) &= x_s(n) + x_f(n) \\
e(n) &= f(n) - x(n)
\end{align*}
\]

where $x_f(n)$ is the output of the fast learner, $x_s(n)$ is the output of the slow learner, $x(n)$ is the combination of the two outputs, $e(n)$ is the error given as the difference between the output $x(n)$ and setpoint $f(n)$, $B_f$ and $B_s$ are learning rates, and $A_f$ and $A_s$ are retention factors. The parameter selection is under the constraint that $B_f > B_s$ and $A_f < A_s$. Thus, the fast learner learns more rapidly as indicated by a higher learning rate but also forgets more rapidly as indicated by a lower retention factor.

Fig. 2. Simulation of learning in the DL when exposed to a square wave setpoint input. The setpoint is 0 in the yellow zone, +1 in the white zones, and -1 in the red zone. The slow learner’s output is shown in green, the fast learner’s output in red, and the system output in blue. The error, shown in dashed black, is not fully removed (the system has a steady-state error).
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Fig. 3. Simulation of learning in the DIL when exposed to a square wave setpoint input. The setpoint is 0 in the yellow zone, +1 in the white zones, and -1 in the red zone. The slow learner’s output is shown in green, the fast learner’s output in red, and the system output in blue. The error, shown in dashed black, is reduced to zero.

![Fig. 3. Simulation of learning in the DIL when exposed to a square wave setpoint input. The setpoint is 0 in the yellow zone, +1 in the white zones, and -1 in the red zone. The slow learner’s output is shown in green, the fast learner’s output in red, and the system output in blue. The error, shown in dashed black, is reduced to zero.](image2)

\[
\begin{align*}
x_f(n) &= A_f \cdot x_f(n-1) + B_f \cdot e(n) + C_f \cdot \int e(n) \\
x_s(n) &= A_s \cdot x_s(n-1) + B_s \cdot e(n) + C_s \cdot \int e(n) \\
x(n) &= x_s(n) + x_f(n) \\
e(n) &= f(n) - x(n)
\end{align*}
\]

where $x_f(n)$ and $x_s(n)$ are the states of the fast and slow learners, respectively, each consisting of three terms. The computation of each learner state is simple. The first term is a multiplication of the previous learner state ($x_{f,s}(n-1)$) and the constant retention factor ($A_{f,s}$). The second term is a multiplication of the current error feedback ($e(n)$) and the constant learning rate ($B_{f,s}$). The final term is a multiplication of the integrated or summed error ($\int e(n)$) over time and the constant integral rate ($C_{f,s}$). This term basically forces the learning process to correct the error. It should be noted that the new parameters are under the constraints of $C_f > C_s$, Thus, the fast learner learns the accumulated error more rapidly. A simulation of the learning process in the DIL is shown in Fig. 3. This illustrates that it retains the advantages of the original DL while also removing the steady-state error.

To use the DIL to adapt the frequency of a CPG controlling a legged robotic system, we use the neural SO(2)-oscillator based CPG model [8] together with the DIL-SO(2) network shown in Fig. 4a. This CPG model consists of two fully connected additive time-discrete neurons, both using the sigmoid transfer function (see (III) in Fig. 4a). The synaptic weight matrix is chosen according to the following:

\[
\begin{pmatrix}
W_{00}(t) & W_{01}(t) \\
W_{10}(t) & W_{11}(t)
\end{pmatrix}
= \alpha \cdot \begin{pmatrix}
\cos \varphi(t) & \sin \varphi(t) \\
-\sin \varphi(t) & \cos \varphi(t)
\end{pmatrix}
\]

where $W_{00,11}$ are synaptic weights in the CPG, $\alpha$ is a constant that determines the amplitude and the nonlinearity of the CPG, and $\varphi$ is a frequency determining parameter. The outputs of the SO(2) oscillator are given as position commands to the joints of the legged robotic system (see (V) in Fig. 4a and black arrows in 4b). The DIL (see (II) in Fig. 4a) adapts
The DIL-SO(2) network that combines the DIL and the neural SO(2)-oscillator based CPG model for robot locomotion control. The CPG model is used to generate a rhythmic signal while the DIL is used to reduce the tracking error by adapting the CPG frequency. (b) The DIL-SO(2) network when used to control the joints of a hexapod robot. (c) Simulation of the network when used to reduce tracking errors. The maximum frequency of the system is reduced in the yellow zone from 50s to 100s.

\[ \varphi (\text{red}) \] based on the error feedback (red arrow, \( e(n) \)) given as the tracking error between the amplitude of the actual joint angle sensory signals (blue arrows, \( a(n) \)) and the desired rhythmic joint movements (orange arrows, \( d(n) \)) as generated by the CPG signal (i.e., \( e(n) = d(n) - a(n) \)). The amplitudes of the signals are calculated using post-processing units (see (I) in Fig. 4a) which also use a digital Low-Pass Single-Pole IIR filter to remove noise. To compare the CPG output with the joint angle sensors in the system, a forward model is used (see (IV) in Fig. 4a). The forward model is modelled as a simple gain and can translate the CPG output into an expected sensor signal. If the amplitude of the expected sensor signal is larger than the amplitude of the actual sensor signal (i.e., positive tracking error), then the DIL decreases the CPG frequency (i.e., \( \varphi \)) as the joint does not have enough time to follow the given rhythmic trajectory. However, in the case of tracking error, it does not make sense to consider negative errors since it is fair to assume that the joint will not move more than what the CPG is telling them to. A problem thus occurs if the mechanism should also have the ability to increase the CPG frequency. To address this issue, a small bias (see (VI) in Fig. 4a) can be subtracted from the tracking error. The DIL mechanism will in this way sense a negative tracking error when the desired and actual amplitudes match and try to increase the CPG frequency. An example of the DIL for frequency adaptation is shown in Fig. 4c. The maximum frequency of the system reduces after 50s and increases again after 100s where it returns to the initial state. As can be observed at 50s and 100s the DIL quickly adapts the CPG frequency to fit the performance of the system. For the experiments presented in Sect. III, the joint angle sensory signal from a shoulder joint (see BC1 joint in Fig. 4b) in the legged robots (shown later) is used as the actual sensor signal. The reason for using this joint is that it is responsible for moving the robot forward during the stance phase and thus also directly specifies the walking speed.

When using feedback from a single joint the outputs of both the FM and system (see (IV) and (V) in Fig. 4a) have a dimension of one. However, the DIL-SO(2) network is scalable, meaning that it can take multiple joint sensory values and calculate an average tracking error. Therefore, depending on the application, it can be used for controlling a single joint or multiple joints which may be useful in decentralized controllers like the one shown in [28] where each leg has its own CPG.

**B. Correlation-based Learning**

To subsequently compare the performance of error-based learning for frequency adaptation we use the state-of-the-art correlation-based learning mechanism AFDC by Nachstedt et al. [17]. In contrast to traditional adaptive frequency oscillators (AFOs), AFDC provides both faster and more precise adaptation for a wide range of target frequencies without the need for parameter fine-tuning. It accomplishes this by dynamically adapting the coupling strength of an external perturbation signal to a CPG. This makes it very attractive for locomotion controllers which need to react fast to external perturbations and the environment.

Nachstedt et al. [17] showed how to equip the Hopf, Van der Pol [6], and neural SO(2) [8] oscillators with the AFDC mechanism. In the following section, we only show the method for implementing it on the neural SO(2)-oscillator since we use this model to validate our mechanism.

To establish dynamic coupling, a single extra neuron (\( H_2 \)) is connected to the SO(2)-oscillator through plastic synapses, \( W_{20} \) and \( W_{22} \) (dashed lines in Fig. 5). This extra neuron calculates a filtered version of the external signal, \( F \), and receives signals via the synapses \( W_{20} \) and \( W_{2F} \) governed by the following rules:
\[ W_{20}(t + 1) = W_{20}(t) + (\beta_0 - W_{20}(t) - \kappa \cdot o_2(t) \cdot o_0(t))/\tau \]
\[ W_{2F}(t + 1) = W_{2F}(t) + (\epsilon_0 - W_{2F}(t) - \kappa \cdot F(t) \cdot o_2(t))/\tau \]  

where \( \beta \) and \( \epsilon \) are adaptive coupling strengths, \( \kappa \) is the correlation learning rate, \( \tau \) is a time constant, \( o_0 \) is the output from neuron \( H_0 \), and \( o_2 \) is the output from neuron \( H_2 \). The output from \( H_2 \) can be seen as the weighted difference between the external signal \( F \) (i.e., sensory feedback) and the activity value of \( H_0 \). If the difference between the intrinsic frequency and target frequency of \( F \) is high, the coupling strength is increased to accelerate the adaptation. On the other hand, if the difference is small, then the coupling strength is reduced to increase the precision of the adaptation.

Finally, the frequency determining value \( \varphi \) of the oscillator is modulated by the AFDC using the following adaptation rule:

\[ \varphi(t + 1) = \varphi(t) + \eta \cdot W_{o2}(t) \cdot o_2(t) \cdot W_{o1}(t + 1) \cdot o_1(t) \]  

where \( o_1 \) is the output from \( H_1 \) and \( \eta \) is the learning rate. In this way, the synaptic plasticity converges when a certain or desired phase shift is achieved between the output of neuron \( H_0 \) and the external signal.

In [29] Nachstedt et al. described a method for using the AFDC to adapt the frequency of a CPG controlling the six-legged robot AMOS II [9]. The goal was to achieve more energy-efficient locomotion and adapt the frequency in the case of inclination. For external perturbation to the AFDC, the joint angle sensory signal from a shoulder joint (i.e., BC joint) was used for the same reasons stated in Sect. II-A. Once again, it should be noted that the frequency of the CPG converges when the phase shift between the output neuron \( H_0 \) and the external perturbation signal reaches the desired or given point. However, for complex systems, such as legged robots, it is not clear which phase shift, \( \Delta \phi \), between a motor command and a joint angle sensory signal will be optimal. Nachstedt et al. [29] tested various values for \( \Delta \phi \). For flat terrain, it was found that a phase shift of \( \Delta \phi = 0.2\pi \) produced the fastest and most energy-efficient locomotion, but also that further increase did not have any significant influence. In the following explained experimental setups, a phase shift of \( 0.2\pi \) between the CPG signal and the BC joint angle sensory signal is therefore used when testing the AFDC.

III. Experiments

It should now be clear that the correlation-based learning mechanism (AFDC) adapts the phase shift between the CPG signal and joint angle sensory signal, while the error-based learning mechanism (DIL) reduces the tracking error between the two signals. To compare the performance of the two mechanisms, three legged-robot platforms have been simulated. A legged robot needs legs with at least two degrees of freedom to move - one for lifting and one for swinging - but is commonly equipped with legs that have three to allow for additional maneuvering [30]. Many of today’s approaches to robot locomotion rely on CPG-based controllers [1], [31], [32], [33], as most locomotion behaviors are based on rhythmic and smooth motion (e.g., walking, swimming, flying, etc. [34]). This makes legged robots ideal for testing CPG learning mechanisms.

The first simulated platform (Fig. 6) is based on the real-world hexapod robot called MORF developed by Thor et al. [35] as shown in Fig. 7. Each leg of MORF consists of three leg segments (coxa, femur, and tibia) and three joints: the BC joint (coxa-femur), CF joint (coxa-femur), and FT joint (femur-tibia). This platform is used to verify that the proposed mechanism will work in a realistic setup. The second and third simulated platforms (Figs. 8 and 9) are only equipped with one leg consisting of the same leg segments and joints as MORF. A single leg is sufficient for testing the performance of our learning mechanism but insufficient to generate stable locomotion. The bodies of the second and third platform are thus placed on low friction sleds to ensure the robots are kept stable and upright during walking. It is expected that this approximation...
will consume less energy as only one leg is used to move the body. However, since both mechanisms (AFDC and DIL) are tested on the same robot, it is still possible to compare their relative performance. The two single-legged platforms are also used to show generality and adaptability of the mechanisms. Consequently, they vary in morphology, weight, and range of motion which are typical variations between different kinds of legged robots. The first single-legged robot (Fig. 8) is light (1.00 kg) with a short leg (0.25 m) and a small range of motion for the BC joint (0.45 rad), while the second single-legged robot (Fig. 9) is heavier (2.50 kg) with a longer leg (0.33 m) and a larger range of motion for the BC joint (0.5 rad). The robot with the long leg, extra weight, and larger range of motion which are typical variations between different kinds of legged robots. The first single-legged robot (Fig. 8) is light (1.00 kg) with a short leg (0.25 m) and a small range of motion for the BC joint (0.45 rad), while the second single-legged robot (Fig. 9) is heavier (2.50 kg) with a longer leg (0.33 m) and a larger range of motion for the BC joint (0.5 rad). The robot with the long leg, extra weight, and larger range of motion requires extra joint strain when compared to the one with a short leg, and therefore, the frequency mechanisms need to adapt accordingly.

The three robots are all simulated using the versatile, scalable, and powerful general-purpose robot simulation framework called V-REP [36]. The simulated environment offers real-world parameters (i.e., corresponding to physical units) for a large number of physical properties, making it both realistic and precise. To test the robustness of the mechanisms, Gaussian noise with a variance of $5.0 \cdot 10^{-2}$ radians is introduced to the joint angle sensors of the robotic systems. The actual noise distribution for joint angle sensors in legged robots is unknown and depends heavily on the underlying robot system, especially in relation to the kinematics, the tolerances, the way the joints are controlled, as well as the joint sensors themselves. However, it is fair to say that the amount of noise introduced is higher than typically expected from joint angle sensors and therefore, serves as a worst-case scenario. This is because the noise often boils down to the resolution of the analog to digital converter (ADC) and encoder if the digital signal remains clean.

All three platforms are controlled using the neural SO(2)-oscillator based CPG under the assumption that the periodic shape of the CPG is given, and only frequency optimization is required. The simulated MORF robot uses a fixed phase relationship between its six legs, giving it a static tripod gait, resulting in static stability. This is because the center of mass of the robot will always be within the support polygon (defined as the convex polygon formed by connecting the three footprints). As described earlier, error feedback to the DIL is defined as the tracking error between the amplitude of one BC joint angle sensory signal and the amplitude of the CPG output that drives it (efference copy). The BC joint angle sensory signal is likewise used as the external perturbation to the AFDC mechanism.

Each platform is tested ten times using no frequency adaptation (NA), the original DL, AFDC, and DIL. NA is expected to be the worst and functions as a control mechanism for the hypothesis that adapting the CPG frequency results in lower error and more energy-efficient locomotion. The DL is expected to perform worse than the DIL since it will not be able to remove the steady-state error (see Fig. 2). During walking, the stimulus changes twice; after the motor power is reduced at 200s and after it recovers at 400s. The initial frequency for each experiment is set on the basis of the converted frequency from the AFDC mechanism since that is currently state-of-the-art. In this way, the AFDC, DL, and DIL adaptation mechanisms will have a fair starting point. All joints in the three platforms are modeled as MX-106 smart servos from Dynamixel, and the reduction in motor power is equivalent to lowering the power to each motor by 1.5 amperes. It should be noted that the same CPG drives all joints in each platform and all joints also experience the same reduction in motor power since they are assumed to be connected to the same power source.

The three platforms are equipped with identical learning parameters for the DL and DIL mechanism: $A_f = 0.2$, $A_s = 0.4$, $B_f = 0.2$, $B_s = 2.0 \cdot 10^{-2}$, $C_f = 8.0 \cdot 10^{-3}$, and $C_s = 8.0 \cdot 10^{-4}$, whereas DL only uses $A_f$, $A_s$, $B_f$, and $B_s$. This is to show that the parameters are not sensitive to different robot systems. In other words, we do not need to precisely adjust the parameters for specific robots. For all three platforms, the same bias of $5.0 \cdot 10^{-2}$ is used which allowed the DL and DIL mechanisms to increase the CPG frequency while maintaining a low tracking error. The parameters for the AFDC in all three platforms are set as specified in [29] for the experiments with AMOS II and the phase shift between the CPG signal and BC joint angle sensory signal is set to $\Delta \phi = 0.2 \pi$.

The following data is logged for each platform using one of the adaptation mechanisms: the frequency determining variable $\varphi$, mean tracking error, and mean cost of transport (COT) calculated as $P = \frac{m \cdot g \cdot v}{v}$, where $m$ is the weight of the entire robot in kg, $g$ is the gravity of earth (9.82 m/s²), $v$ is the walking
velocity of the robot in m/s, and $P$ is the power given as the joint torque in N·m times the angular joint velocity in rad/s. It should be noted that COT is a dimensionless measurement that quantifies the energy efficiency of transporting the legged robot from start to finish positions (i.e., the energy efficiency of the generated locomotion).

IV. RESULTS

A. Testing the MORF hexapod robot

In this section, we present the results of the experiments with the simulated MORF hexapod robot (shown in Fig. 6). The plot in Fig. 10 shows the CPG frequencies of the four mechanisms. The power to the motors is set to reduce by 1.5 amperes from 200s and 400s (yellow zone). The bar plot in Fig. 11 shows the mean tracking error between the BC joint angle sensor signal of a middle leg and the desired movement generated by the CPG. The bar plot in Fig. 12 shows the mean COT for the robot. It should be noted that the variance is specified above each bar in both bar plots.

By definition, the frequency using NA is constant, resulting in a high error and COT. On the other hand, the DL is able to adapt the CPG frequency when the motor power is reduced and after recovery. This results in a lower tracking error ($P > 0.999$) and COT ($P > 0.999$) in comparison to the NA. The AFDC mechanism is likewise able to adapt the CPG frequency and is better at reducing the tracking error ($P > 0.999$) and COT ($P > 0.999$) in comparison to the DL. Finally, the DIL mechanism can reduce the tracking error ($P > 0.999$) and COT ($P > 0.999$) even further in comparison to the AFDC. It should be noted that all three mechanisms have low variances, thereby showing robustness to the added noise. This is also the reason...
for very convincing P-values.

B. Testing the robot with a light body and short leg

Here we present the results of the experiments for the single-legged robot with a light body and short leg (shown in Fig. 8). Figs. 13, 14, and 15 display the same information as explained in the previous section.

When comparing the DL with NA, it is clear that the DL has a lower COT ($P > .999$) and tracking error ($P > .999$). Again, AFDC is better at reducing the COT ($P > .999$) and tracking error ($P > .999$) compared to the DL. Finally, in this case, the DIL is also able to reduce the COT ($P > .999$) and tracking error ($P > .999$) even further than the AFDC. Once again, it should be noted that all three mechanisms have low variances; thereby showing robustness against the added noise.

C. Testing the robot with a heavy body and long leg

Finally, we present the results of the experiments with the robot with a heavy body and single long leg (shown in Fig. 9). Figs. 16, 17, and 18 display the same information as explained in Sec. IV-A.

When comparing the DL with NA, again, it is clear that the DL has a lower COT ($P > .999$) and tracking error ($P > .999$). In this case, the AFDC is also able to reduce the COT ($P > .999$) and tracking error ($P > .999$) when compared to the DL. Finally, once again, the DIL is able to reduce the COT ($P > .999$) and tracking error ($P > .999$) even further when compared to the AFDC. It should be noted that all three mechanisms also have low variances on this test platform.

V. DISCUSSION

In this paper, we introduce the use of an error-based learning mechanism for quickly adapting the frequency of a CPG. The results show that our error-based mechanism (DIL) reduces the tracking error by adapting the CPG frequency to enable the system to follow the generated trajectory. When compared to a state-of-the-art correlation-based mechanism (AFDC), it is clear that the error-based mechanism is faster at adapting, better at reducing the tracking and steady-state error, and can generate more energy-efficient locomotion (i.e., COT). Another drawback of the AFDC is that it changes the amplitude of the CPG signal during adaptation as a consequence of increasing the amplitude of the external perturbation signal during fast adaptation (see [17]). This increases the range of motion for the legs of the robot and in the worst case causes them to collide. This is not the case for the DIL which only regulates the frequency by determining the synaptic weights of the SO(2)-oscillator.

The results also show that the DL is not able to reduce the tracking error as much as the DIL (Sect. II-A). Reducing the tracking error results in more energy-efficient locomotion, as indicated by the positive linear correlation between tracking error and COT for all three platforms. This is presumably because leg movement with low tracking error has longer stance phase and does not have to change direction as often. Furthermore, a leg with low tracking error follows the generated trajectory better, which in the case of this study is arbitrarily chosen. It is, however, fair to assume that the trajectories emerging from the fact that the leg cannot follow the original trajectory (due to the rapid change of direction, short stance phases, asymmetric BC rotations, etc.) are less energy-efficient.

The AFDC and other correlation-based learning mechanisms, [14], [16], reduce tracking error by tuning the frequency toward the desired phase shift, and often the systems resonant frequency. However, for complex systems, such a frequency is not always possible to derive, and the phase shift, therefore, has to be empirically chosen. Furthermore, in the case of legged robots, a phase shift that guarantees near optimal locomotion is hard to find [29] since there is no intuitive correlation between phase shift and tracking error. This is not the case for error-based learning mechanisms since they can reduce
energy usage during locomotion by reducing the tracking error. This is an advantage for studies where the entire trajectory is expected to be utilized by the system. Since the control parameters of the DIL and many other error-based learning mechanisms can easily relate to the error reduction, i.e., gain and integrator terms, the DIL is also easier to tune in complex systems. When compared to other learning mechanisms, such as fuzzy-based multi-error constraint control [37] and neural network-based model-free adaptive fault-tolerant control [38], the DIL does not require any neural networks, compact form dynamic linearization data models, fuzzy logic systems, or system knowledge. The DIL, therefore, has less computational complexity and is easily integrated into a complex robotic system.

Finally, the results show that both the AFDC and DIL are robust against the added sensor noise as indicated by their small variance in both error and COT. The reason for the robustness of the DIL mechanism stems from the fact that the signals are low-pass filtered prior to calculation of the amplitudes. If the low-pass filters are unable to remove big spikes of noise, the pre-processor unit potentially calculates faulty amplitudes which are considerably smaller than the real ones, resulting in sudden and significant frequency adjustment. This effect is not desired, so the low-pass filters should be tuned accordingly to the expected noise level.

For future study, we plan to validate the DIL using a real-world version of the six-legged robot MORF as shown in Fig. 7 and on other types of robotic systems such as a robotic arm. Further investigation is also proposed into the correlation between energy-efficient locomotion and tracking error since it seems as though correlation-based learning mechanisms are also converging toward frequencies of near-zero tracking error [14], [17]. Finally, we plan to investigate whether or not the control parameters of the DIL or other error-based learning mechanisms can be related to the frequency of the CPG. In this way, it might be possible to tune the learning mechanisms in a principled way, rather than experimentally determining the parameters.

VI. CONCLUSION

This paper demonstrates that our novel error-based learning mechanism called the DIL can be used to quickly reduce the tracking error when applied to legged robots. It does this by adapting the CPG frequency to enable the system to follow the trajectory as generated by the CPG. In other words, the mechanism ensures that the CPG frequency matches the performance of the robotic system. When compared to the state-of-the-art correlation-based learning mechanism called AFDC, the error-based learning mechanism is both faster at adapting and better at reducing tracking and steady-state errors, resulting in more energy-efficient locomotion. Furthermore, the DIL is insensitive to control parameter settings for specific robots where all robot experiments use the same parameters \((A_{s,f}, B_{s,f}, C_{s,f})\).

The fact that DIL matches the CPG frequency with the performance of the robotic system and that the entire generated trajectory is followed with low tracking and steady-state errors may significantly improve research concerning trajectory optimization, universal controllers, and other studies in relation to the change of intrinsic or extrinsic factors. For future study on energy-efficient locomotion, our findings indicate that it might be advantageous to focus on adapting the CPG frequency by minimizing tracking error.
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